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Dear friends, colleagues, collaborators, and partners

This year’s annual report reflects the running “restart” of  
activities and the return to analogue experiences of work and play.

As we begun to fill our facilities with life again, we brought  
together the benefits from this unintended social experiment of 
biomedical engineering research and teaching in the new era.  
We have become more efficient in the use of our time and attention, 
and despite the restrictions this year has been one of the most  
successful for awards, prizes, funding, translation investments, media 
engagement; not to mention the expected crop of high profile  
publications, theses defences, graduations, qualifications, invited 
talks, clinical studies, and infrastructure updates. 

A major highlight of 2021 has been the search, approval, and ap-
pointment of a new ARTORG Scientific Advisory Board (SAB), only 
accomplished with the help of University Management and the input 
from our clinical partners at the Inselspital Bern/Bern University 
Hospital. We are therefore delighted to engage with our SAB for our 
first review cycle, and we look forward to hearing from this illustrious 
group of globally-leading researchers about how we can continue 
 to elevate our efforts and add our contribution to biomedical engi-
neering research.

With this restart in 2021, we look forward to receiving new members 
to the ARTORG, wishing well to those who leave us with plans  
ahead, and seeing our friends, colleagues, collaborators, and partners 
again to develop new ideas and bring forward solutions that benefit 
our most important stakeholders: the patients.

Together with the other members of the leadership team, I present 
this annual report as a record of our efforts, but also as the beginning 
step for a roadmap into a future of growth, diversity, and renewed 
purpose for the ARTORG.

I wish you all good health and an enjoyable read.

Sincerely,

Raphael Szitman
ARTORG Director

Foreword
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↓
AIHN
Artificial Intelligence in Health Nutrition

↓
AIMI
Artificial Intelligence in Medical Imaging

↓
CB
Computational Bioengineering

↓
CVE
Cardiovascular Engineering

↓
GER
Gerontechnology and Rehabilitation

↓
HRL
Hearing Research Laboratory

↓
IGT
Image-Guided Therapy

↓
MIA
Medical Image Analysis 

↓
MLN
Motor Learning and Neurorehabilitation 

↓
MSB
Musculoskeletal Biomechanics

↓
OOC
Organs-on-Chip Technologies

↓
UGE
Urogenital Engineering

↓
MDP
Mechanical Design and Production

↓
CAIM
Center for Artificial Intelligence in Medicine
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Dissertations

↓

Laurent Lejeune 
Artificial Intelligence in Medical Imaging
Annotating Medical Sequences in the Blink 
of an Eye: Segmenting Video and Volumetric 
Medical Sequences at Frame-rate using Sparse 
Point-wise Supervision.

Tim Fischer
Hearing Research Laboratory
Spatial Hearing with Cochlear Implants:  
Development and Evaluation of Signal  
Processing Strategies.

Tatiana Fountoukidou
Artificial Intelligence in Medical Imaging
Towards safer machine learning for  
ophthalmology applications.

Yannick Suter
Medical Image Analysis
Advanced Machine Learning Technologies for 
Robust Longitudinal Radiomics and Response 
Assessment in Glioblastoma Multiforme.

Jan Hermann 
Image Guided Therapy
Towards robotic micro-milling for lateral skull 
base surgery.

Suyi Hu 
Hearing Research Laboratory
Bayesian Brain-Inspired Computational  
Modeling of Tinnitus and Residual Inhibition.

Thomas Kurmann
Artificial Intelligence in Medical Imaging
From Diagnosis to Surgery: Towards Artificial 
Intelligence based Medical Assistants.

Ye Tang
Organs-on-Chip Technologies
Nanocellulose applications in biosensing 
devices.

Özhan Özen
Motor Learning and Neurorehabilitation
Intelligence, Adaptation and Automation 
of Robotic Training for Motor Learning and 
Neurorehabilitation.

 
Maria Vasiloglou
AI in Health and Nutrition
Design and validation of a dietary monitoring 
and assessment system based on machine 
learning and computer vision.

Nicolas Wenk
Motor Learning and Neurorehabilitation
First-person immersive virtual reality to  
improve motor learning and neuro- 
rehabilitation.
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↓
Do you want to develop engineering solutions to 
unmet medical challenges?

Our master’s programs are your path to a successful 
career in medical technology innovation. In Bern, 
biomedical engineers, AI experts and clinicians work 
together to bring better treatments to patients. 
Be part of this team!

Master of Science | Artifi cial Intelligence in Medicine 

→   Two-year full-time program in English
→   Rotations in university hospital departments to be 

instructed in medical specialities
→   Fundamental and applied courses in AI
www.caim.unibe.ch/msc_aim

Master of Science | Biomedical Engineering
→   In collaboration with Bern University of Applied 

Sciences
→   Two-year full-time program in English
→   Compatible with 40% part-time work
→   Clinically-oriented program affi  liated with a leading 

medical faculty
www.bme.master.unibe.ch

Admission with bachelor’s degrees in a variety of 
STEM subjects.

Study at the Swiss medical technology hub with 
strong ties to industry and the clinic!

Contact

MSc Artifi cial Intelligence in Medicine 

AIM@artorg.unibe.ch
www.caim.unibe.ch/msc_aim

MSc Biomedical Engineering

BME@artorg.unibe.ch
www.bme.master.unibe.ch

More info:

Master of Science  
Artificial Intelligence in Medicine

Master of Science  
Biomedical Engineering
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AI in Health
and Nutrition

Stavroula
Mougiakakou

Marko
Jankovic

Thomai 
Stathopoulou

Maria
Vasiloglou

Matthias Andreas 
Fontanellaz

Ioannis
Papathanail

Stavroula Mougiakakou, Head of Research Group
Email: stavroula.mougiakakou@unibe.ch
Phone: +41 31 632 75 92

Research Partners
Prof. J. Heverhagen, Diagnostic, Interventional and Paediatric Radiology, Inselspital
Prof. A. Christe, Diagnostic, Interventional and Paediatric Radiology, Inselspital
Prof. L. Ebner, Diagnostic, Interventional and Paediatric Radiology, Inselspital
Prof. A. Exadaktylos, Emergency Medicine, Inselspital
Prof. Z. Stanga, Diabetes, Endocrinology, Nutritional Medicine & Metabolism, 
Inselspital
Prof. T. Geiser, Pneumology, Inselspital

Research Profile
The Artificial Intelligence in Health and Nutrition (AIHN) laboratory 
focuses primarily on the interface between machine learning, artificial 
intelligence (AI), and their applications for improving health. The 
laboratory develops innovation to translate “data into knowledge” 
and “research into clinical practice.” Our ongoing research activities 
include AI-powered innovative systems for:

• dietary monitoring, assessment, and management
• diabetes management and treatment optimisation
• diagnosis, prognosis, and management of acute and chronic 

Fig. 1: Tackling hospitalised malnutrition: The system for hospitalised patients receives as 
input the daily menu and the tray images and estimates the volume of each dish before 
and after consumption.  

Nutrient Intake Monitoring 
and Diet Assessment 

Food is a key element of our life; it is so-
cially and culturally important and plays 
a vital role in the defi nition of health. 
Preventing the onset and progression of 
diet-related acute and chronic diseases 
(e.g., diabetes, obesity, kidney disease) 
requires reliable and intuitive systems that 
can translate food intake into nutrient in-
take. To this end, systems based on inno-
vative technologies are being introduced 
to exploit recent advances in computer 
vision, machine learning, wearable sen-
sors, and smartphone technologies. Since 
2008, AIHN has been developing technol-
ogies for monitoring nutrient intake and 
assessing diet by analyzing food multime-
dia data with AI. We have introduced the 
fi rst fully operative system that estimates 
the carbohydrate content of meals con-
sumed by individuals with type 1 diabetes. 
The fi rst prototype was developed within 
the framework of the GoCARB project and 
has been successfully validated in a num-
ber of preclinical and clinical trials.

We are addressing the entire pipeline -
from food identifi cation and recognition 
to food volume and nutrient content es-
timation. A broad spectrum of diff erent 
mobile technologies is being investigated 
to meet the diverse needs of people of 
diff erent ages, health status, and environ-
ment. Currently, the system is being opti-
mised and extended to meet the needs of 
people with diet-related diseases to help 
them manage their dietary and nutrient 
intake and fulfi l the needs of healthcare 
professionals in assessing the nutrient →
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intake of both outpatients and hospital-
ised patients. Several validation studies 
are ongoing (http://go-food.tech/).

Diabetes Management and 
Personalisation of Insulin Treatment 

Treating type 1 diabetes and some cases 
of type 2 diabetes requires the infusion of 
exogenous insulin. Insulin, as a medicine, 
has side eff ects - mainly related to im-
proper dosing, which may lead to sudden 
life-threatening events from severe hypo-
glycaemia or cause long-term complica-
tions from hyperglycaemia.

An innovative algorithm has been de-
veloped by the engineers of the AIHN lab-
oratory and allows daily adjustment of the 
insulin treatment based on fl uctuations in 
the patient’s glucose and lifestyle-related 
information. Specifi cally, data from glu-
cose monitoring devices (self-monitoring 
of blood glucose or continuous glucose 
monitors) and lifestyle (food intake, phys-
ical activity) trackers provide input to the 
algorithm, which outputs basal daily in-
sulin and boluses for the case of pump 
users or suggestions regarding the daily 
adjustment of long-acting (basal) and rap-
id-acting (bolus) insulin for the case of us-
ers under multiple daily injections (MDI). 
The algorithm is based on reinforcement 
learning, a type of AI that teaches systems 
to learn. Our self-learning approach is ad-
aptable and personalises daily insulin val-
ues to ensure glucose control, despite the 
inter- and intra-patient variabilities. The 
approach is data-driven, real-time, and 
of low computational cost. The US FDA-
approved diabetes simulator was used to 
validate the newly introduced algorithm. 
The algorithm was able to achieve glucose 
control over the course of four virtual trials 

that lasted three months, under extreme 
scenarios of disturbances, uncertainties, 
and variabilities. After the in silico clinical 
trials, the algorithm was implemented on 
a mobile application. A feasibility study 
will start within the next months.

AI and Lung Diseases

Interstitial Lung Diseases (ILD) are a heter-
ogeneous group of more than 200 chron-
ic, overlapping lung disorders, character-
ised by fi brosis and/or infl ammation of 
lung tissue. The diagnosis of a suspected 
ILD is based on high-resolution computed 
tomography (HRCT) images and often pre-
sents a diagnostic dilemma. By achieving 
a reliable diagnosis on HRCT images, pa-
tients could avoid potential complications, 
as well as the high costs associated with a 
surgical biopsy. To this end, we investigate 
AI- and computer vision-based algorithms 
for the analysis of imaging, clinical/bio-
chemical, and other disease-related data 
for diagnosis and management of ILDs. 
More specifi cally, algorithmic approaches 

for the fully automatic segmentation of 
lung and anatomical structures of the 
lung cavity, the segmentation and charac-
terization of lung pathological tissue, and 
the calculation of disease distributions are 
introduced and continuously validated 
within the framework of research trials. 
The image analysis results along with the 
additional disease-related information 
are further analysed not only in order to 
support the faster diagnosis, but also for 
the more effi  cient disease management in 
the sense of treatment selections and dis-
ease progression.

During the last two years, we extend-
ed our research activities in the fi eld of 
COVID-19 pneumonia detection, severity 
assessment (acute COVID-19), and prog-
nosis (including long COVID-19) based on 
the AI-powered analysis of imaging, clini-
cal/laboratory, and patient’s history data.

Selected Publications
1. Papathanail I, Brühlmann J, Vasiloglou MF, et al. Evaluation of a Novel Artifi cial Intelligence System 

to Monitor and Assess Energy and Macronutrient Intake in Hospitalised Older Patients. Nutrients. 
2021;13(12):4539. Published 2021 Dec 17. doi:10.3390/nu13124539 

2. Afshar-Oromieh A, Prosch H, Schaefer-Prokop C, et al. A comprehensive review of imaging 
fi ndings in COVID-19 - status in early 2021. Eur J Nucl Med Mol Imaging. 2021;48(8):2500-2524. 
doi:10.1007/s00259-021-05375-3

3. Fontanellaz M, Ebner L, Huber A, et al. A Deep-Learning Diagnostic Support System for the 
Detection of COVID-19 Using Chest Radiographs: A Multireader Validation Study. Invest Radiol. 
2021;56(6):348-356. doi:10.1097/RLI.0000000000000748 

4. Vasiloglou MF, Lu Y, Stathopoulou T, et al. Assessing Mediterranean Diet Adherence with the 
Smartphone: The Medipiatto Project. Nutrients. 2020;12(12):3763. Published 2020 Dec 7. 
doi:10.3390/nu12123763 

5. Lu Y, Stathopoulou T, Vasiloglou MF, et al. goFOODTM: An Artifi cial Intelligence System for Dietary 
Assessment. Sensors (Basel). 2020;20(15):4283. Published 2020 Jul 31. doi:10.3390/s20154283 

6. Sun Q, Jankovic MV, Mougiakakou SG. Reinforcement Learning-Based Adaptive Insulin Advisor for 
Individuals with Type 1 Diabetes Patients under Multiple Daily Injections Therapy. Annu Int Conf 
IEEE Eng Med Biol Soc. 2019; 2019:3609-3612. doi:10.1109/EMBC.2019.8857178

→

Fig. 2: The AI-based algorithm, integrated into a highly secured
Android smartphone, takes input from either a blood glucose me-
ter or continuous glucose monitors, and outputs the daily insulin
treatment. The algorithm learns while being used by the patient
and is able to provide personalised advice on the insulin treatment.

Fig. 3: Top row: three sample CRX (left: sample for healthy class, 
middle: sample for other types of pneumonia, right: COVID-19 pneu-
monia), bottom row: overlaid class activation maps.
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Artificial Intelligence in 
Medical Imaging

Raphael 
Sznitman

Pablo 
Marquez Neila

Mathias 
Gallardo 

Alain 
Jungo 

Corin  
Otesteanu

Christopher 
Hahne

Negin  
Ghamsarian 

Lukas 
Zbinden

Marta 
Colmenar

Lars 
Doorenbos 

Michel 
Hayoz 

Sergio 
Tascon-Morales

Javier 
Gamazo-Tejero

Maria 
Lopez-Antuna

Davide 
Scandella

Paulo 
Sampaio

Fei 
Wu

Raphael Sznitman, Head of Research Group
Email: raphael.sznitman@unibe.ch
Phone: +41 31 632 75 74

Research Partners
Prof. Sebastian Wolf, Dept. Ophthalmology, University Hospital Bern
Prof. Martin Zinkernagel, Dept. Ophthalmology, University Hospital Bern
Prof. Brice Demory, Center for Space and Habilability, University of Bern
Prof. Aurel Perren, Institute of Pathology, University of Bern
Prof. Adrian Hüber, Dept. Diagnostic, Interventional and Pediatric Radiology, 
University Hospital Bern

Research Profile

The Artififical Intelligence in Medical Imaging (AIMI) lab is focused on 
designing novel machine learning and computer vision methods to 
solve unmet clinical needs. With a strong focus on methodology that 
spans basic-to-translational research, the emphasis is on engineering 
solutions in a holistic fashion, whereby taking into account how 
new approaches can be integrated in routine clinical care. As an 
interdisciplinary research team, the AIMI lab is involved with several 
research projects that involve research challenges in both diagnostic 
and interventional contexts. 

Fig. 1. Automatic detection and segmentation of surgical instrument during endoscopy.

 Predicting patient responses to 
anti-vegf treatment for chronic 
retinal conditions

Assessing the potential of machine learn-
ing to predict good and poor treatment 
response as well as mean treatment in-
terval in real life in patients with wAMD, 
RVO and DME treated according to a TRE 
off ers great hope for managing patients 
in the disease mangment. To this end, we 
conducted a retrospective cohort study 
including over 500 patients, treated with 
anti-VEGF according to a predefi ned TRE 
protocol during 2014-2018. Eyes were 
grouped by disease into good, medium 
and poor responders, defi ned by the aver-
age treatment interval (good: ≥10 weeks, 
poor: ≤5 weeks, medium: remaining 
eyes). Two Random Forest models were 
trained to predict the probability of the 
long-term treatment response of a new 
patient. Based on the fi rst three visits it 
was possible to predict a good and a poor 
treatment response in eyes with similar 
accuracy. In conclusion, machine learning 
classifi ers are able to predict treatment re-
sponse and may assist in establishing pa-
tient specifi c treatment plans in the near 
future.

Consistency-preserving 
Visual Question Answering 
in Medical Imaging

Visual Question Answering (VQA) mod-
els take an image and a natural-language 
question as input and infer the answer to →
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the question. Recently, VQA systems in 
medical imaging have gained popularity 
thanks to potential advantages such as 
patient engagement and second opinions 
for clinicians. While most research eff orts 
have been focused on improving architec-
tures and overcoming data-related limita-
tions, answer consistency has been over-
looked even though it plays a critical role 
in establishing trustworthy models. In this 
work, we propose a novel loss function 
and corresponding training procedure 
that allows the inclusion of relations be-
tween questions into the training process. 
Specifi cally, we consider the case where 
implications between perception and 
reasoning questions are known a-priori. 
To show the benefi ts of our approach, we 
evaluate it on the clinically relevant task 
of Diabetic Macular Edema (DME) staging 
from fundus imaging. Our experiments 
show that our method outperforms state-
of-the-art baselines, not only by improv-
ing model consistency, but also in terms 
of overall model accuracy.

  CataNet: Predicting remaining 
cataract surgery duration

 Cataract surgery is a sight saving surgery 
that is performed over 10 million times 
each year around the world. With such a 
large demand, the ability to organize surgi-
cal wards and operating rooms effi  ciently 
is critical to delivery this therapy in routine 
clinical care. In this context, estimating the 
remaining surgical duration (RSD) during 
procedures is one way to help streamline 
patient throughput and workfl ows. To 
this end, we propose CataNet, a method 
for cataract surgeries that predicts in real 
time the RSD jointly with two infl uen-
tial elements: the surgeon’s experience, 

Fig. 2: DME risk grading Grade 0 is assigned if there are no hard exudates pres-
ent in the whole image. Grade 1 is assigned if there are hard exudates, but only 
located outside a circle centered at the fovea with radius of one optic disc di-
ameter. Grade 2 is assigned if there are hard exudates located within the circle. 
Examples of main and sub-questions are provided for each grade.

Fig. 3:  CataNet: (top) the concordance between 
ground-truth and predicted RSD, (middle) the ground-
truth and predicted surgical phases over time, and 
(bottom) the ground-truth and predicted probability 
of the surgeon’s experience level.

and the current phase of the surgery. 
We compare CataNet to state-of-the-art 
RSD estimation methods, showing that it 
outperforms them even when phase and 
experience are not considered. We inves-
tigate this improvement reviewed{ and 
show that a signifi cant contributor is the 
way we integrate the elapsed time into 
CataNet’s feature extractor. 

  A Positive/Unlabeled Approach for the 
Segmentation of Medical Sequences 
using Point-Wise Supervision

 The ability to quickly annotate medical 
imaging data plays a critical role in train-
ing deep learning frameworks for seg-
mentation. Doing so for image volumes 
or video sequences is even more pressing 
as annotating these is particularly bur-
densome. To alleviate this problem, this 
work proposes a new method to effi  cient-
ly segment medical imaging volumes or 
videos using point-wise annotations only. 
This allows annotations to be collected 
extremely quickly and remains applicable 

to numerous segmentation tasks. Our ap-
proach trains a deep learning model using 
an appropriate Positive/Unlabeled ob- 
jective function using sparse point-wise 
annotations. While most methods of this 
kind assume that the proportion of pos-
itive samples in the data is known a-pri-
ori, we introduce a novel self-supervised 
method to estimate this prior effi  cient-
ly by combining a Bayesian estimation 
framework and new stopping criteria. Our 
method iteratively estimates appropriate 
class priors and yields high segmentation 
quality for a variety of object types and 
imaging modalities. In addition, by lever-
aging a spatio-temporal tracking frame-
work, we regularize our predictions by 
leveraging the complete data volume. We 
show experimentally that our approach 
outperforms state-of-the-art methods tai-
lored to the same problem.

Selected Publications
1. Tascon Morales, S., Marquez Neila, P., and Sznitman, R., “ Consistency-preserving Visual Question 

Answering in Medical Imaging Show abstract”. In Proceedings of the 23rd In- ternational Confe-
rence on Medical Image Computing and Computer Assisted Intervention (MICCAI), 2022. 

2. Gallardo, M. Munk, M., Kurmann, T., De Zanet, S., Mosinska, A., Kutluturk, I., Zinkernagel, M., Wolf, 
S. and Sznitman, R., “Machine learning can predict anti-VEGF treatment demand in a Treat-and-Ex-
tend regimen for patients with nAMD, DME and RVO associated ME”. Ophthalmology Retina, 2021

3. Marafi oti, A., Hayoz, M., Gallardo, M., Marquez Neila, P., Wolf, S., Zinkernagel, M. and Sznitman, R., 
“CataNet: Predicting remaining cataract surgery duration”. In Proceedings of the 22th International 
Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI), 2021.

4. Lejeune, L. and Sznitman, R., “A Positive/Unlabeled Approach for the Segmentation of Medical 
Sequences using Point-Wise Supervision”, Medical Image Analysis, 2021

→
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Computational 
Bioengineering

Research Profile

The Computational Bioengineering Group tackles challenges in 
medical research with modern computer simulation tools. We 
focus not on the computational methods themselves, but on their 
appropriate application to address practical and fundamental clinical 
questions. Numerical methods are combined with experimental and 
clinical research to create personalized biomechanical models.

Together with our collaborators, we form a strong team covering 
a wide range of research topics. In addition to our core expertise in 
applying finite element analysis to study skeletal biomechanics, we 
seek to improve surgical planning by developing numerical models of 
soft tissues, such as the cornea or arteries.

Philippe  
Büchler

Miguel Ángel 
Ariza Gracia

Shima 
Bahramizadeh- 
Sajadi

Can  
Gökgöl

Layko  
Liechti 

Remo Pascal 
Muri

Malavika  
Nambiar

Osman  
Berk Şatır

Philippe Büchler, Head of Research Group
Email: philippe.buechler@unibe.ch
Phone: +41 31 632 35 74

Research Partners
Prof. Carol Hasler and Dr. Daniel Studer, University Children’s Hospital (UKBB), Basel
Prof. Georg Rauter, Department of Biomedical Engineering, University of Basel
Prof. Alain Farron and Dr. Fabio Becce, Lausanne University Hospital, Lausanne
Dr. Lorenz Räber, Dep. of Cardiology, University Hospital – Inselspital (IS), Bern
Dr. Theodor G. Seiler, Ophthalmology Clinic, University Hospital – Inselspital (IS), Bern
Dr. Werner Bernau, Ziemer Ophthalmology, Port
Dr. Alexandre Terrier, Ecole polytechnique fédérale de Lausanne (EPFL), Lausanne
Dr. Abhijit Sinha Roy, Nethralaya Eye Clinic, Bangalore, India
Dr. Harald Studer, Optimo Medical AG, Biel

Fig. 1: Stent deployment with a balloon in a coronary artery of a patient simulated using 
the finite element method. →

Personalized prediction of percu-
taneous coronary interventions

Cardiovascular disease is a global public 
health problem. The success of percu-
taneous coronary interventions (PCI) to 
restore blood supply in stenosed arteries 
may be limited in severely calcified lesions. 
This problem is becoming more common 
in routine clinical practice as the age and 
complexity of patients referred to PCI in-
crease. If these calcified lesions are inad-
equately prepared, under-expansion of 
the stent and associated complications 
may occur. In this project, we combine 
intra-arterial imaging and mechanical 
simulations to determine the outcome 
of PCI in patients with calcifications (Fig. 
1) and compare the simulations to post- 
operative data. The results showed that 
in regions with many calcifications, the 
lumen area was correctly predicted by the 
model. However, the simulations could 
not reproduce the clinical lumen gain 
in the highly stenosed regions where no 
calcifications were detected. In these 
sections of the artery, the simulation pre-
dicted under-expansion of the stent that 
was not observed after surgery, probably 
because of other plaque components that 
were not detected on the OCT images. 
Nevertheless, these other types of softer 
plaques appear to be less prone to stent 
under-expansion and could, therefore, be 
ignored to focus predictions on the calci-
fied regions of the artery. 
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Selected Publications
1. C Gökgöl, Y Ueki, D Abler, N Diehm, R - Engelberger, T Otsuka, L Räber, P Büchler (2021) Towards 

a better understanding of the posttreatment hemodynamic behaviors in femoropopliteal arteries 
through personalized computational models based on OCT images, Scientific Reports 11.

2. Elham Taghizadeh, Oskar Truffer, Fabio Becce, Sylvain Eminian, Stacey Gidoin, Alexandre Terrier, 
Alain Farron, Philippe Büchler (2021)  Deep learning for the rapid automatic quantification and 
characterization of rotator cuff muscle degeneration from shoulder CT datasets. European radiolo-
gy 31:1.181-190.

3. Romain Bagnol, Christoph Sprecher, Marianna Peroglio, Jerome Chevalier, Redouan Mahou, Phi-
lippe Büchler, Geoff Richards, David Eglin (2021)  Coaxial micro-extrusion of a calcium phosphate 
ink with aqueous solvents improves printing stability, structure fidelity and mechanical properties, 
Acta Biomaterialia 125:322-332.

4. Philippe Büchler, Jonas Räber, Benjamin Voumard, Steve Berger, Brett Bell, Nino Sutter, Stefan 
Funariu, Carol Hasler, Daniel Studer (2021)  The Spinebot - A Robotic Device to Intraoperatively 
Quantify Spinal Stiffness ASME Journal of Medical Devices 15:1.03.

Fig. 2: Corneal strips 150μm thick were cut 
into the cornea with a femtosecond laser to 
quantify the depth and orientation depen- 
dence of mechanical properties measured 
by a uniaxial tensile test.

Fig. 3: The mechanical properties of the 
cornea measured using instrumented 
indentation.

Fig. 4: Deep learning assessment of the de- 
generation of the shoulder rotator cuff mus- 
cles can automatically quantify muscle de- 
generation, fatty infiltration, and atrophy 
from CT datasets.

→ Biomechanical characterization  
of the cornea

Refractive errors affect a large portion of 
the world’s population. It is estimated that 
the number of people with myopia will in-
crease to 4.76 billion by 2050. The shape 
of the cornea is a critical component of 
human optics. Therefore, it is important 
to accurately characterize its mechanical 
deformation in the context of surgical 
treatments, such as laser refractive sur-
gery. Our goal is, therefore, to provide a 
complete description of the biomechan-
ics of the cornea to understand how the 
tissue response changes as a function 
of depth and orientation. As a first step, 
150μm thick porcine corneal strips were 
cut with a femtosecond laser at different 
depths of the cornea and along different 
orientations. Uniaxial tests (Fig. 2) were 
combined with numerical simulations to 
determine the mechanical parameters of 
a nonlinear mechanical model. Our results 
confirmed a strong dependence of materi-
al properties on depth. However, the me-
chanical response of porcine corneas was 
only slightly affected by specimen orien-
tation, consistent with a circular arrange-
ment of the collagen network in pigs. 
This measurement protocol is now being 
used to characterize human samples, such 
as unused corneal grafts and lenticules 
removed from patients’ corneas during 
standard refractive procedures. 

Instrumented indentation  
of untreated keratoconic corneas

Keratoconus (KC) is a progressive corneal 
disease caused by local mechanical weak-
ening of the cornea. It is manifested by 
corneal protrusion, irregular astigmatism, 
and severe myopia. People in the Middle 
East and Asia have a strikingly high inci-
dence of KC, which is considered an ep-
idemic in these regions. If not properly 
treated, KC can lead to blindness. The few 

methods that have been introduced to 
mitigate or halt the progression of KC have 
demonstrated poor postoperative out-
comes, often requiring multiple revision 
surgeries. A better understanding of the 
biomechanical condition of these patients 
is necessary to improve their treatment. 
However, to date, no detailed mechanical 
characterization of the KC cornea has been 
presented. Our goal is to provide a spatial 
characterization of KC and compare the 
biomechanics of KC with that of normal 
tissue. We quantify the biomechanical 
properties of the tissue using state-of-the-
art nanoindentation measurements (Fig. 
3). Compared to other characterization 
techniques, nanoindentation allows us 
to perform multiple local measurements 
on the sample, which is well suited for 
characterizing very heterogeneous tissues 
such as KC. Mechanical characterization 
is of immediate importance for the treat-
ment of KC patients, either for the proper 
selection of intracorneal ring implants or 
for the planning of corneal fusion by pho-
to-chemical crosslinking.
 
Automatic quantification of  
morphologic markers to assess 
total shoulder replacements

Total shoulder arthroplasty (TSA) is a com-
mon surgical procedure to relieve pain and 
disability associated with glenohumeral os-
teoarthritis. Despite satisfactory results and 

a relatively good long-term survival rate, 
there is a lack of indicators to predict the 
long-term success and revision risk of TSA. 
The biomechanical configuration of the 
glenohumeral joint could influence the im 
plant survival rate and explain possible 
causes of the observed complications, 
such as the preoperative condition of 
the rotator cuff muscles or the shape 
and orientation of the acromion. Manual 
quantification of these parameters is a  
repetitive and time-consuming process 
that depends on the subjective assessment 
and expertise of the clinicians. Therefore, 
we developed image analysis and deep 
learning-based approaches to automat-
ically segment the bones from shoulder 
CT scans and locate key landmarks on the 
scapula to quantify multiple potential pre-
operative morphologic markers and pro-
vide an objective tive assessment of shoul-
der anatomy (Fig. 4). Our results show 
that automatic segmentation is consistent 
with manual annotation by clinicians and 
that automatic landmark detection even 
outperforms human judgement, allowing 
automatic and objective assessment of 
shoulder anatomy.
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The Cardiovascular Engineering (CVE) group studies biomedical 
flow systems to develop diagnostic and therapeutic technology for 
cardiovascular diseases. Our research aims to improve the durability 
and biocompatibility of therapeutic devices and implants and to 
develop novel diagnostic tools. These translational research projects 
address unmet clinical needs that were identified with our clinical 
partners who are closely integrated in the research teams from start 
to finish.

CVE operates a modern cardiovascular flow lab with state-of-the-art 
measurement technology to simulate physiological conditions in the 
heart and to measure hemodynamic parameters. This includes high-
speed cameras and laser-based methods for flow quantification. Next 
to the experimental facilities, CVE develops and uses custom-tailored 
computer models of cardiovascular flows, including fluid-structure 
interaction and turbulent blood flow. Large-scale flow simulations are 
enabled by using high-performance computing infrastructure at the 
Swiss Supercomputing Center CSCS.
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Heart Valve Replacement

Numerous designs of heart valve prosthe-
ses have been in use for more than half 
a century. Insufficient durability and bio-
compatibility of heart valve prostheses are 
limiting factors for the clinical use of these 
devices. In an ageing society where pa-
tients expect to be able to continue their 
active lifestyle after heart valve replace-
ment, these limiting factors represent an 
unmet clinical need.

A detailed understanding of hemody-
namic mechanisms governing valve tissue 
deterioration and blood trauma paves 
the way for the design of more durable 
and more biocompatible devices. To this 
end, we have developed a sophisticated 
experimental and computational infra-
structure for the study of heart valves. This 
includes mock loops replicating pulsating 
blood flow, compliant silicone phantoms 
of large blood vessels, and modern optical 
measurement technology for quantifying 
complex three-dimensional blood flow 
fields. Our experimental approach is com-
plemented by high-fidelity flow solvers 
for transitional to turbulent flow, which 
are coupled with finite-element models 
for soft tissue via the immersed boundary 
method. These models are optimized for 
high-performance computing platforms 
to provide unparalleled insight into the 
generation of turbulent blood flow past 
aortic valves. 

Our research infrastructure enables us 
to perform ex vivo, in vitro, and in silico 
tests of different valve designs, and pa-
tient-specific modelling provides a tool for 
identifying the optimal personalized valve 
replacement therapy.Fig 1: Optical flow quantification in the Cardiovascular Flow Lab.
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→ Myocardial Infarction

The heart muscle is supplied with oxygen 
and nutrients through the coronary circu-
lation whose complex network topology 
at different spatial scales (epicardial ves-
sels, collaterals, coronary microcirculation) 
is a central factor in the outcome of myo-
cardial infarctions (heart attacks).

Microvascular obstruction (MVO) of 
the myocardium is an underdiagnosed 
condition caused by heart attack, which 
may delay or even prohibit full recovery. In 
MVO, blood flow at the level of the car-
diac microcirculation is partially blocked 
such that affected regions of the heart are 
insufficiently perfused.

A multi-scale benchtop model of the 
coronary circulation allows us to study 
the pathophysiology of MVO and to de-
velop novel diagnostic and therapeutic 
methods for MVO. This model comprises a 
microfluidic chip-mimicking vessels of the 
cardiac microcirculation. It is used to study 
transport of substances (e.g. pharma-
ceutical agents) in the myocardium and 
to optimize infusion protocols for cathe-
ter-based treatment of MVO.

Dielectric Elastomer Augmented Aorta

Together with the Center for Artificial 
Muscles (CAM) from EPFL, we are working 
on a novel cardiac assist device in a pro-
ject supported by the Werner-Siemens-
Stiftung. In contrast to classical ventricu-
lar assist devices (VADs), the Dielectric 
Elastomer Augmented Aorta compresses 
and dilates a section of the aorta. This sup-
ports the function of the heart by reduc-
ing the afterload (aortic blood pressure) 
and by increasing the coronary perfusion. 
The device makes use of a dielectric elas-
tomer that actuates the pump.

We are using an in vitro benchtop 

model and in vivo trials to optimize the 
design and actuation pattern of the de-
vice. Analysis of the experimental data 
and theoretical models of aortic pulse 
propagation provide novel insight into 
the mechanics of the beating heart.

Capillary Blood Flow

Capillary vessels of the microcirculation 
are the smallest blood vessels (diameter  
5 micrometer). Oxygen and nutrient ex-
change with the surrounding tissue takes 
place in the capillary networks. In contrast 
to blood flow in larger blood vessels, cap-
illary blood flow follows different physi-
cal laws, which is related to the fact that 

capillaries are so small that red blood cells 
must squeeze through these vessels such 
that the mechanics of red blood cells plays 
a dominant role.

We study blood flow in complex capil-
lary networks as they may be found, for 
instance, in the brain. We investigate how 
the network topology affects the hetero-
geneous distribution of red blood cells in 
the network and how the system reacts to 
local obstructions (e.g., micro-strokes). To 
study blood flow regulation mechanisms 
at the smallest scales, we have developed 
microfluidic valves to model pericyte cells 
that wrap around capillaries to locally di-
late and constrict the vessels.

Fig 2: Microfluidic chip to model the blood flow in the heart muscle. Fig 3: Turbulent blood flow behind a heart valve prosthesis.
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The interdisciplinary Gerontechnology and Rehabilitation Research 
Group is a collaborative research effort with the goal of developing 
and evaluating novel, flexible, and cost-efficient technologies to 
improve diagnostics, monitoring, and therapies of neurological 
disorders both in the hospital and at home. Core methodologies 
include telemonitoring, telerehabilitation, and virtual reality (VR) 
technology.

The research group partnered with the department of neurology 
(Claudio Bassetti) to establish the NeuroTec Loft, which is an 
instrumented apartment within the SITEM NeuroTec to monitor 
human behaviour and to investigate how neurological disorders 
influence daily life.
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Fig. 1: Setup in an intensive care unit with physiological data recording and behavioral 

data recording (e.g. movement) for the early prediction of delirium. Once detected, a VR-

based cognitive stimulation is used to comfort the patient and to reduce delirium. →
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Virtual reality stimulation for criti-
cally ill patients to reduce delirium

The aim of intensive care medicine is to 
treat the life-threatening conditions of 
critically ill patients, giving them the op-
portunity to continue their lives post-dis-
charge. Unfortunately, the literature sug-
gests that up to 50-75% of all critically ill 
patients experience short- and long- term 
cognitive impairment after a prolonged 
stay in the intensive care unit (ICU). It has 
been suggested that the cognitive impair-
ment is a result of the noisy and stressful 
environment of the ICU. Therefore, one 
method of addressing this problem is com-
ing up with solutions to help these critical 
care patients get some sensory reprieve. 
A promising new approach developed in 
our group is the use of virtual reality tech-
nology within the ICU. Virtual reality (VR) 
nature stimulation via a head-mounted 
display (HMD) moves the patient away 
from the ICU into a calming and pleasant 
environment (Fig. 1). Therefore, VR is a 
promising unexplored avenue to improve 
attentional-cognitive functions and to re-
duce chronic stress during an ICU stay. 

Following a series of studies conducted 
by our group, we can conclude that first, 
VR stimulation by using a HDM is safe to 
use within the intensive care unit, did not 
evoke any negative side effects, and was 
highly accepted by clinicians and patients. 
Moreover, the findings provided evidence 
that VR nature stimulation comforts crit-
ically ill patients. Second, it was found 
that the VR stimulation had a relaxing 
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Fig. 2: Living room in the instrumented  

apartment (SITEM Neurotec Loft). 

Fig. 4: Bedroom with integrated sensors 

(SITEM Neurotec Loft). 

Fig. 3: Kitchen with a number of contact- 

free sensors (SITEM Neurotec Loft).

effect in the participants, as shown in vi-
tal markers of physical stress. Therefore, 
this work highlighted  great potential to 
prevent and reduce cognitive impairment 
in critically ill patients. Future studies will 
continue to build on this work with a fo-
cus targeted toward delirium within the 
intensive care unit. 

Virtual reality training for 
brain injured patients 

Cognitive impairments are a frequent 
problem after right-hemispheric stroke. 
One kind of cognitive impairment is an 
attention disorder called spatial neglect, 
where subject cannot detect or respond 
properly to visual stimuli coming from  
the left side. Neglect results in a reduc-
tion in quality of life and performance 
in activities of daily living. In our work,  
we aim to develop a tool to assess  
and rehabilitate this neglect using  
virtual reality. The main idea for the  
rehabilitation is to guide the patients’  
attention back to the left side using  
different kind of stimuli. In a first  
pilot study with a simple visual search 
task, a high usability and acceptance  
of the virtual reality system was shown 
in stroke patients as well as in young  
and elderly healthy participants. A  
second study in healthy participants re-
vealed that the combination of auditory 
and tactile cues is the best combination 
(compared to audio or tactile only) to 
guide the attention toward a certain 
target. 

Another ongoing study regarding as-
sessment is about to show the behavior of 
neglect patients in a dynamic search task 
compared to healthy participants and its 
correlation with the impairments in daily 
living due to their neglect. 

Tele-monitoring for neurodegen-
erative diseases – the advance-
ment of pervasive computing 

Due to the advancements in technology 
in the past few years, pervasive technol-
ogy has become more widely available. 
Small wearable sensors, such as smart 
watches, can track movement reliably 
through accelerometers and gyroscopes 
over extended periods of time, without 
disturbing the wearer. With the addition 
of photophletysmogram (PPG) sensors, 
heartbeat and all derivative values can  
be monitored without the need for a  
full ECG. Sensors placed on or around  
objects, such as ferro-electric mats for un-
der the mattress, can monitor heart rate 
and breathing patterns during the night 
without the need for any contact sen-
sors. And finally, ambient sensors placed  
permanently, yet unobtrusively in  
participants’ homes, can track location 
and behavioral patterns throughout the 
home. Technology used for this include 
passive infrared (PIR) sensors, magnetic 
door sensors, and radar-technology based 
sensors. 

Unobtrusive, but continuous monitor-
ing of health-related indicators has been 
shown to be both feasible as well as ac-
cepted by the target groups. Those groups 

include both the oldest as well as patients 
with neurodegenerative diseases, such as 
Parkinson’s disease.
In a study with people with Parkinson’s 
disease (PD), the acceptance and adher-
ence to a set of ambient and wearable 
sensors was tested with very good feed-
back. The usage of wearable sensors is 
especially crucial for the monitoring of 
PD patients, as both the symptoms and 
the disease progress are highly individual 
in their manifestations. It’s imperative for 
the treating doctors and therapists to ad-
just medication and therapy to the needs 
of the patients. Current state of the art are 
self-reporting methods.

Their accuracy is often limited by 
the patients’ recall bias when filling in. 
Wearable sensors, worn on the move-
ment-dominant body parts can track 
typical PD-related motor symptoms, such 
as slowness of movement, tremors, rigid-
ity, or the typical medication side effect 
– dyskinesias. Through a series of signal 
processing-based feature extractions and 
machine-learning-based symptom classi-
fication, we are working toward a more 
reliable symptom tracking system. This 
not only helps the doctors and therapists, 
but also increases quality of life for the pa-
tients by removing the burden of keeping 
a symptom diary.
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The Hearing Research Laboratory is a research collaboration between 
the ARTORG Center and the Department of Otorhinolaryngology, 
Inselspital (Bern University Hospital). Our multidisciplinary team 
combines the expertise of engineers, audiologists, surgeons, and 
physicists. Our goal is to develop new medical devices and technologies 
that help hearing-impaired people and assist clinicians in the diagnosis 
and treatment of inner ear disorders. The range of research activities 
in our group includes psychoacoustic experiments, anatomical and 
electrophysiological studies, development and implementation of 
clinically applicable software and devices, and observational studies 
and clinical trials. To achieve sustainable research progress, our team 
members actively collaborate with leading medical, academic, and 
industrial partners in hearing research.  
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Fig. 1: Course of the electrical impedance of individual cochlear implant electrodes over

a period of 2 years. →

Personalized Tinnitus 
Diagnostics and Relief 
(Innosuisse Grant No. 44423.1)

Tinnitus is the perception of noise or ring-
ing in the ears without an external stim-
ulus. Tinnitus can lead to severe psycho-
logical complaints and can substantially 
impair quality of life. The high prevalence 
(about 10% of the general population) 
and the lack of generally applicable ther-
apies are driving the demand for care 
solutions for tinnitus patients. In this 
project, we develop a new hearing aid 
feature that allows personalized acoustic 
stimulation for tinnitus relief (PASTOR). 
PASTOR utilizes the possibility of tempo-
rary tinnitus suppression after an acoustic 
stimulus (residual inhibition), a phenom-
enon frequently observable in tinnitus 
patients. It can be used according to the 
current personal situation, e.g., at night 
as an aid to fall asleep or in times of high 
emotional and psychological stress. As 
more than 80% of tinnitus cases are asso-
ciated with hearing loss, hearing aids are 
the ideal platform for an implementation. 
Moreover, as a secondary outcome of the 
project, we expect innovative diagnostics, 
contributing to a better understanding of 
tinnitus. 

Physiological Role of the Spiral 
Shape of the Cochlea 
(SNSF Grant No. 205321_200850)

Many believe that the spiral shape of the 
cochlearesults from spatial constraints 
and that the coiling off ers no particular 
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Fig. 2: Visualization of isosurfaces indicating 

the degree of curling of a non-linear vector 

field for geometric description of the human 

cochlea.

Fig. 3: Temporal bone model (A), with the 

insertion tool mount (B), magnetic fixation 

(C) and insertion tool (D) installed. Invasive 

cochlear implantation.

Fig. 4: Noise monitoring using a sound level 

meter (A) and a smartwatch (B).

→ advantages for hearing. However, this 
conclusion is based on studies that main-
ly focused on geometric curvature and 
neglected possible effects of torsion on 
sound propagation within the cochlea, 
especially secondary flow phenomena. 
This project aims to systematically inves-
tigate the role of geometric torsion on 
fluidmechanical processes in the cochlea. 
As part of the project, we are developing 
a shape-parameterization method based 
on kinematic surface fitting that will en-
able unbiased classification of cochlear 
morphology. In addition, computational 
fluid dynamic simulations are performed 
to estimate secondary flow profiles.

Finally, we will conduct an observation-
al study to correlate individual cochlear 
shape parameters obtained from high-res-
olution magnetic resonance imaging with 
the subject hearing performance. 

Cochlear Implant Technology

We are working on the advancement of 
cochlear implants and implantation tech-
nology. Cochlear implants are hearing 
prostheses with an electrode array that is 
inserted into the inner ear to enable deaf 
people to hear again. Our group is devel-
oping new instrumentation for minimally 
invasive insertion of electrode arrays into 
the cochlea.  

Cochlear implants can also be used as 
a measurement device. The technique is 
called telemetry and allows measurement 
of electrode impedances and responses 
of the sensory epithelium (e.g. ECochG) 
as well as nerve responses (e.g. ECAP). 
Our group has developed promising ap-
proaches to use telemetry data for clinical 
purposes. For example, telemetry-based 
impedance data can be used to estimate 

the position of electrode contacts in the 
cochlea or to monitor the degree of hear-
ing preservation after surgery. Algorithms 
developed in our group can assist sur-
geons in inserting electrodes and provide 
them with feedback on the functional and 
structural integrity of the inner ear (Fig.1).
 
Smartwatches in Audiology 

Loud noise at work or during leisure 
time can cause hearing loss or tinnitus. 
However, monitoring by profession-
al sound level meters is not practical in 
everyday life. We are, therefore, evaluat-
ing smartwatch-based applications for 
monitoring noise exposure. We believe 
that smartwatches will play an impor-
tant role in the assessment of personal 
noise exposure and should be used as 

widely available and cost-effective means 
of hearing protection for clinical research. 
Ongoing work of our group is further fo-
cused on the use of smartwatches for clin-
ical diagnostic purposes in tinnitus, hear-
ing loss, and vertigo.
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Research Profile

Simulation and modelling, imaging and sensing, visualisation and 
robotics have reached sufficient quality and resilience to be introduced 
into clinical care.  Research led by the Chair for Image-Guided 
Therapy leverages these developments to research technological 
innovations that could supersede the human operator inside the 
clinical environment. The investigations seek to i) challenge current 
clinical procedures and ii) conceive new procedures that provide 
treatment to the untreated, by setting the limits of novel clinical 
interventions according to technological capabilities, and not the 
limitations of human faculties. Translational aims for projects mean 
close relationships with partners, through both clinical and academic 
collaborations.

Fig. 1: Patient-specific map of brain areas that, when functionally connected to the DBS 

Volume of Tissue Activated, are statistically significantly related to depressive symptoms 

improvement (red) or worsening (blue) in the MADRS scale. →

Mapping and Modelling of 
Deep Brain Stimulation 
(SNSF Ambizione 186142)

The Brain Neuromodulation sub-group 
has continued its research on mapping 
and modelling of deep brain stimulation. 
Regarding mapping, we presented pre-
liminary results of a multicentric European 
map for essential tremor. We also expand-
ed computational methods to estimate 
stimulation volumes in an anisotropic 
medium. Finally, we have been improving 
stimulation maps for Parkinson’s disease. 
Regarding modelling, we are continu-
ing work on assisted DBS programming 
for Parkinson’s disease based on path-
way activation models. In other work on 
treatment-resistant depression, we have 
used diffusion and functional magnetic 
resonance images as well as patient data 
to better understand the effects of brain 
stimulation on the disease (Fig 1). 
 
Fighting Liver Cancer 
(H2020 MSCA-ITN 722068 
Innosuisse 37855.1 IP-LS)

Clinical implementation of an ablation 
system able to treat tumors in a specific 
and standardized way draws a number 
of constraints. The changes introduced in 
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Fig. 4: Robotic milling channel and implant 

bed to store and protect the implant elec-

trode and housing.

Fig. 3: Supportive pillars of the OSL com-

ing from the cribiform wall of the modiolus 

(M) seen on a 2.3 μm microCT. OSL-Osseous 

Fig. 2: Computer simulation of the inter-

vention room setting. 

→ the operating theater are often unsought 
and cumbersome. Therefore, to better un-
derstand and identify possible pitfalls, a 
computer simulation of the setting, true 
to the interventional suite at the hospital, 
was created (Fig 2). As a result, we aimed 
to fi nd a solution that would bridge over 
the obstacles, yet without greatly adding 
on to the complexity of what is already in 
use in the clinics. Once implemented, the 
new “feature” will be not more than an 
update of the current system (Fig.2). 

Virtual Histopathology of 
the Inner Ear by MicroCT

Anatomical investigations of the human 
cochlear architecture are challenging 
due to the organ’s helical shape and en-
casement in the petrous bone. The limi-
tation of histopathological studies is that 
they do not allow for realistic isotropic 
perception or reconstructions. Novel 3D 
imaging techniques can improve the 
morphological assessment of cochlear 
structures before and after therapeutic 
procedures. With the aid of geometric en-
largements, angular scanning, and noise 
reduction, micro-CT systems can provide 
focal spot sizes down to 200–500 nm (Fig. 
3).

Robotic Cochlear Implantation
(SNF Project Number 176007)

In recent years, the research on the pro-
cedure for robot-assisted cochlear im-
plantation developed by our group 
has been translated into a medical device. 
Our group continues research on other 
aspects, such as the long-term fi xation 
of the implant receiver-stimulator on the 
temporal bone and a refi ned planning 
methodology for access to the inner ear. 
More specifi cally, we proposed to use 
the robotic system and intraoperative 
planning to robotically mill a channel 
and an implant bed to store and pro-
tect the implant electrode and housing. 
Research on inner ear access focused on 
a refi ned planning strategy with auto-
matic trajectory computation to reduce 
the impact of uncertainty in human de-
cision-making on the consistency of the 
procedure. An experimental study in a 
human-ex-vivo model was designed to 
investigate feasibility toward a minimal-
ly invasive robotic lead channel creation 
both in technical phantoms as well as in 
ex-vivo. (Fig. 4).

Robotic Spine Surgery 
(Bridge Discovery 176498, 
Innosuisse 29936.1 IP-ENG)

Placement of pedicle screws to fuse ver-
tebral segments is a challenging task for 
surgeons. In recent years, a robotic-assist-
ed platform to drill pilot holes was devel-
oped. To verify the accuracy of the proto-
type platform, multiple phantoms where 
conceptualized and built, each focusing 
on diff erent accuracy aspects within the 
present workfl ow. The most complex 
phantom supports dynamic dislocation in 
two degrees of freedom of the vertebra as 
a result of drilling manipulation. Multiple 
accuracy experiments were conducted to 
determine the platform’s performance 
(Fig 5).
  
High-Fidelity Neuroendovascular 
Simulator 
(Innosuisse 51144.1 IP-LS, 
Herzstifung FF20061)

Intracranial aneurysms are complex to 
treat. Recently, neuronavigational robots 
like CorPath GRX (Siemens Healthineers) 
have been used to treat patients found 
challenging to treat by accessing complex 
pathologies. To better prepare for the 
robotic endovascular interventions, neu-
roradiologists use the realistic 3D print-
ed replica developed by our group and 
together with our spin-off  SurgeonsLab 
AG (Figure 6) to suffi  ciently prepare for 
the procedure. The approach assists phy-
sicians in more accurate implants choice 
during the planning process. In addition, 
the 3D replica is coupled with a high-fi -
delity endovascular simulator to train res-
idents and medical students preparing for 
their board certifi cation and fellowship 
programs. 

Selected Publications
1. Bargiotas, P. et al.: Long-Term Outcome and Neuroimaging of Deep Brain Stimulation in Holmes 

Tremor: A Case Series. Neuromodulation: Technology at the Neural Interface 24(2), 392–399. 
2. Garza, R. et al. Patient-Specifi c Anisotropic Volume of Tissue Activated with the Lead-DBS Toolbox. 

In 2021 43rd Annual International Conference of the IEEE Engineering in Medicine & Biology Socie-
ty (EMBC) (pp. 6285-6288). IEEE.

3. Nowacki, A et al. Probabilistic mapping reveals optimal stimulation site in essential tremor” by 
Annals of Neurology. (in revision).

4. Hermann J et al. In-silico assessment of safety and effi  cacy of screw placement for pediatric image-
guided otologic surgery. Front. Surg.2021 Sep 29; 8:736217 

5. Hermann J. et al. Robotic milling of electrode lead channels during cochlear implantation in an 
ex-vivo model. Front Surg. 2021 Nov 11;8:742147.

6. Schneider D. et al. Evolution and stagnation of image guidance for surgery in the latera skull: a 
systematic review 1989-2020. Front Surg 2021 Jan 11;7:604362. 

7. Schneider D. et al. Freehand stereotatic image-guidance tailores to neurotologic surgery. Front. 
Surg. 8:742112.

8. Mueller F. et al. Image-based planning of minimally traumatic inner ear access for robotic cochlear 
implantation. Front Surg. 2021 Nov 25;8:761217.

Fig. 5: Prototype platform for robotic spine 

surgery development.
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Medical Image Analysis 

Research Profile

The Medical Image Analysis group develops advanced medical 
image analysis technologies, and related translational biomedical 
engineering technologies, to quantify, diagnose, and follow-up 
diseases and disorders. A strong focus is given to disorders related to 
the central nervous system. 

The group develops novel techniques for multimodal image  
segmentation and analysis of brain lesions. The results of these 
developments are aimed at advancing the fields of radiomics for 
the discovery of innovative non-invasive imaging biomarkers used 
to characterize disease and guide the decision-making process, as 
well as in radio-therapy, neuro-surgery, drug-development, etc. 
The developments revolve around the vision of scalable, adaptable,  
and time-effective machine-learning algorithms developed with a 
strong focus on clinical applicability. 
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Fig. 1: Left: Deep learning-based automated quantification and analysis of brain  

tumor lesions – DeepBraTumIA software. Right: Favoring robustness in radiomics  

analysis can further improve overall accuracy of prediction models, demonstrated  

in overall survival prediction tasks. →

Mauricio Reyes, Head of Research Group
Email: mauricio.reyes@unibe.ch 
Phone: +41 31 632 25 15
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Accurate Quantification and 
Radiomics Analysis for Brain Lesions

Magnetic Resonance Imaging (MRI) and 
its variants are a powerful imaging modal-
ity that encompasses rich anatomical and 
physiological information at a high reso-
lution. In neurosciences, these modalities 
have become a standard in clinical prac-
tice. However, the interpretation of the 
images requires the combined use of dif-
ferent modalities, which leads to the need 
for computer-assisted technologies. 

Based on A.I technologies, our group 
has developed methods and produced 
related translational technologies to au-
tomate the delineation of brain tumors. 
We have made these technologies avail-
able for the research community but also 
further developed them for future clinical 
use. In this regard, a unique feature of our 
translational developments has been in 
incorporating the capability of the tech-
nology to progressively adapt to changes 
in imaging modalities. In addition, the de-
veloped technologies feature an inclusive 
model, where state-of-the-art approaches 
worldwide can be fused to enhance per-
formance and robustness. Beyond lesion 
contouring, our current research activities 
lie on rethinking and challenging current 
A.I technologies such that they are op-
timized to the clinical end goal. In these 
regards, in radiation oncology, we are 
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3. Reyes M., Meier R., Pereira S., Silva C., Dahlweid FM., von Teng-Kobligk H., Summers R., and Wiest R. 
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gy: Artificial Intelligence, 2(3):e190043, 2020.
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Medical Image Computing and Computer-Assisted Intervention. MICCAI 2020, 2020.

5. Suter Y., Knecht U., Alao M., Valenzuela W., Hewer E., Schucht P., Wiest R., and Reyes M. Radiomics 
for glioblastoma survival analysis in pre-operative MRI: Exploring feature robustness, class boun-
daries, and machine learning techniques. Cancer Imaging, 20(2):1-13, June 2020.

6. Ermis E., Jungo A., Poel R., Blatti-Moreno M., Meier R., Knecht U., Aebersold D., Fix M., Manser P., 
Reyes M., and Herrmann E. Fully automated brain resection cavity delineation for radiation target 
volume definition in glioblastoma patients using deep learning. Radiation oncology, 15:1-10, 2020.

Fig. 2: Global interpretability of deep learning features to segment enhancing tissue. Features are sorted from most to least impor- 

tant (left to right). Brighter means higher squared L2-norm of the weights connecting the hidden unit of a given feature to a given  

MRI sequence. Bottom) examples of pairs of MRI sequences (left) and feature maps (right). Source: Pereira et al. Medical Image  

Analysis, 2018.

→ investigating A.I learnability approaches 
targeted directly toward metrics derived 
from the clinical end goals.

Radiomics is an emerging research area 
where image analysis methods are em-
ployed to mine imaging information to 
answer clinical questions. Our research in 
radiomics is focused in investigating pat-
terns of robustness of radiomics-based 
imaging biomarkers in multi-center stud-
ies where imaging variability is inherent. 
We have highlighted current challenges 
to setup robust radiomics analysis in brain 
tumor imaging, and proposed methodol-
ogies to compensate these issues when 
models trained in single-center datasets 
are employed for multi-center radiomics 
analysis. 

Due to the pandemic, our group joined 
efforts to investigate deep learning-based 
quantification and radiomics strategies 
for the prognosis and severity prediction 
of COVID-19 patients, employing a mul-
ti-omics approach relying on imaging and 
non-imaging information. During 2020, 
our group also contributed novel deep 
learning-based methodologies to en-
hance the accuracy and clinical adoption 
of magnetic resonance fingerprinting. 
 
Interpretability of Medical Image 
Segmentation Technologies Using 
Deep Learning Technologies

Our group is researching methodologies 
to enhance the interpretability of ma-
chine-learning models, so their decisions 
can be inspected (e.g. is the machine cap-
turing the relevant relation in the data?), 
and interpreted by human (opening of 
the “black box”, e.g. If a system fails, why 
does it fail?). Enhancing interpretability of 

machine-learning methods is essential in 
medicine to build trust with these systems, 
but it is also very important in line with 
discussions pointing to decision-making 
and a “right to explanation.” Motivated 
by the current decoupling between the 
design of medical image sequences, and 
their exploitation through machine-learn-
ing algorithms. In collaboration with 
MRI physicists from the academic and 
private sectors, our group is researching 
machine-learning methodologies that 
are being applied at the image forma-
tion process stage, with the overarching 
goal of designing the best combination 
of MRI sequences and machine-learning 
algorithms.
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Research Profile

At the interdisciplinary Motor Learning and Neurorehabilitation 
laboratory, we aim to gain a better understanding of the underlying 
mechanisms associated with the acquisition of novel motor skills 
to develop innovative technology to improve the rehabilitation of 
neurological patients. Our research focuses on human-machine 
interfaces and biological learning, and, specifically, on the use of 
robotic assistance to help people learn motor tasks and rehabilitate 
after neurologic injuries. We complement the research on robotics 
with the use of immersive virtual reality (VR) and augmented reality 
(AR) to enhance patients’ motivation and reduce their cognitive load 
during training.

Fig. 1: Prototype of haptic hand rehabilitation device for sensorimotor training after 

stroke.     Photo: Adrian Moser for ARTORG Center →

Novel Clinical-Driven Robotic 
Devices for Sensorimotor Training 

Every year, millions of stroke survivors 
lose their functional autonomy due to 
upper-limb impairments. To recover up-
per-limb functions such as reaching and 
grasping, stroke patients should undergo 
highly intense, repetitive, and long-term 
training. This kind of training could po-
tentially be provided by robotic devices. 
However, current robotic solutions are of-
ten cumbersome to set up and too compli-
cated to be used in clinical practice. In ad-
dition, they mostly focus on the execution 
of movements and neglect the training 
of sensory functions, such as the sense of 
touch, even though research emphasizes 
its importance for recovery. We are devel-
oping a novel upper-limb rehabilitation 
robot that is easy to use and  capable of 
fine haptic rendering. Haptic rendering is 
the physical simulation of interaction forc-
es with virtual tangible objects. It can be 
used to make patients feel if they touch 
and interact with objects in rehabilitation 
computer games. Our novel device thus 
allows for simultaneous sensory and motor 
training and has the potential to improve 
the recovery of upper-limb functions. 

Immersive Virtual Reality to 
Enhance Neurorehabilitation 

The addition of virtual reality during ro-
botic training has been shown to improve 
patients’ motivation. Yet, the virtual reality 
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Fig. 3: Virtual inverted pendulum task with 
ARMin exoskeleton robot.

Fig. 4: Robotic motor training with ARMin 
exoskeleton in immersive virtual reality.

Fig. 2: Robotic somatosensory training with 
haptically rendered virtual textures.

→
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Visual Attention," in IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 30, 
pp. 390-399, 2022.

4. R. Rätz, F. Conti, R. Müri and L. Marchal-Crespo, "A Novel Clinical-Driven Design for Robotic Hand 
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Palmar Device", Frontiers in Neurorobotics, vol. 15, 2021.

environments currently employed in re-
habilitation practice are displayed on 2D 
screens. This transformation removes the 
focus of attention from the real movement 
and results in games that are cognitively 
too demanding for brain-injured patients. 
We explore how the use of augmented and 
immersive virtual reality can improve motor 
learning and neurorehabilitation. 

Novel and commercially available 
head-mounted displays have great poten-
tial to realistically mimic the patient’s limb 
in a highly immersive training environment. 
In this immersive training environment, 
the symbolic virtual representation may 
become a self-representation (i.e., avatar), 
promoting the feeling of body ownership 
over the virtual limb. In the brain, body 
ownership and motor control share neural 
correlates. In an experiment with 50 partic-
ipants, we evaluated how body ownership 
and congruency of multisensory infor-
mation interact with motor performance 
in virtual reality. Our results suggest that 
VR-based motor tasks providing congru-
ent (multi)sensory feedback and enforcing 
body ownership via visuomotor synchro-
nies may best support motor training. 

Enhancing Touch Sensibility by 
Robotic Sensory Retraining 

Stroke survivors are commonly affected 
by somatosensory impairment, hamper-
ing their ability to interpret somatosenso-
ry information, critical to support move-
ment execution. Yet, somatosensory 
training - in stark contrast to motor train-
ing - does not represent standard care in 
neurorehabilitation. 

To address this clinical need, we devel-
oped a virtual reality-based robotic tex-
ture discrimination task to assess and train 
touch sensibility. Our system incorporates 
the possibility of robotically guiding the 
participants’ hands during texture explora-
tion. We ran a three-day experiment with 
36 healthy participants who were asked to 
discriminate the odd texture among three 

visually identical textures, haptically ren-
dered with the robotic device. Our results 
showed that participants significantly im-
proved their task performance after train-
ing. In a follow-up experiment, we evaluate 
the potential of providing sensory electrical 
stimulation to further improve the training 
benefits of our robotic solution.

The Impact of Somatic Feedback 
during Robotic Training 

The absence of somatosensory informa-
tion regarding the interaction with virtual 
objects during robot-aided training might 
be limiting the potential benefits of robot-
ic training on motor (re)learning. We con-
ducted a study with 40 healthy participants 
to evaluate how haptic rendering and arm 
weight support affect motor learning and 
skill transfer of a dynamic task. The task 
consisted of inverting a virtual pendulum 
whose dynamics were haptically rendered 
on an exoskeleton robot designed for up-
per-limb neurorehabilitation. We found 
that haptic rendering significantly increases 
participants’ movement variability during 
training and the ability to synchronize their 
movements with the pendulum, which 
is correlated with better performance. 
Weight support also enhances partici-
pants’ movement variability during training 
and reduces participants’ physical effort. 
Importantly, we found that training with 

haptic rendering enhances motor learning 
and skill transfer, while training with weight 
support hampers learning compared to 
training without weight support. Further 
work will evaluate how to simultaneously 
provide robotic assistance and haptic ren-
dering without hampering motor learning, 
especially in brain-injured patients.
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Research Profile

Motivated by prevention, diagnosis and treatment of degenerative 
diseases the research of the musculoskeletal biomechanics group 
focuses on multi-scale structure-function relationships of bone from 
the extracellular matrix to the organ level. Combined theoretical, 
experimental, and numerical approaches are applied to model, 
validate and simulate the mechanical behaviour of bone tissue and 
bone-implant systems during growth, aging, disease and treatment. 
The group provides also biomechanical testing services and cooperates 
with local, national as well as international partners from academia, 
hospitals and industry to help reduce the burden of bone diseases 
and failure of the bone-implant interface.

Fig. 1: Members of the Musculoskeletal Biomechanics group in 2021. →

Multiscale Mechanical 
Properties of Bone 
(SNF grant #165510 with EMPA, 
MGU and HWU, ESKAS fellowship)

Bone is a complex material characterized 
by high strength and diff erent toughening 
mechanism at various length scale. A key 
in understanding its postyield behaviour 
is the mineralized collagen fi bre embed-
ded in an extrafi brillar matrix. Combined 
micropillar compression and synchrotron 
X-Ray scattering were used to verify a 1D 
elasto-plastic model, and the experimen-
tal data was used to develop a 3D compu-
tational model of a unit cell to gain further 
insight into the infl uence of composition 
and architecture on the elastic and post-
yield properties. Further microtensile and 
nanoindentation experiments were con-
ducted to investigate the bone extracel-
lular matrix properties in Osteogenesis 
Imperfecta (OI). 

Fabric-elasticity Relationships 
of Tibial Trabecular Bone in OI 
and healthy individuals 
(SNF grant #200365 with MGU)

OI is an inherited form of bone fragility 
characterised by altered trabecular bone 
architecture and reduced bone mass. High 
resolution peripheral computed tomog-
raphy (HR-pQCT) is a powerful method to 
investigate bone morphology at periph-
eral sites. In this project, trabecular mor-
phology of distal tibiae with OI were com-
pared to healthy controls with HR-pQCT. 
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Fig. 2: Linear regression between observed 

trabecular stiff ness and predicted stiff ness. 

Left: healthy controls. Right: OI.

Fig. 3: Stress-strain curve of micro-tensile 

specimen of OI and healthy control bone. 

Fig. 4: Standard uni-axial loading boundary 

conditions (left) and an optimized loading 

boundary condition (right).

Mathieu Simon found the OI samples to 
have signifi cantly lower bone volume frac-
tion and trabecular number but no diff er-
ences in trabecular thickness compared to 
control. After age and sex matching, rela-
tionships between trabecular architecture 
and stiff ness on common regions of inter-
est were compared between healthy con-
trols and OI, showing that these relation-
ships were similar for the two groups. With 
this work, Mathieu obtained the Student 
Award of the Swiss Society of Biomedical 
Engineering.

Experimental and Computational 
Approach to Investigate the 
Biomechanics of the Aging 
Human Femoral Neck
(with VUT)

Aging of the population induces a higher 
number of fractures due to a loss of bone 
mass and an increasing falling risk. As the 
infl uence of ageing on bone quality is un-
clear, micro fi nite element analysis (μFE) 
was used to assess the infl uence of aging 
on the mechanical properties of the femo-
ral neck. Human femoral necks were pre-
pared and loaded in compression to meas-
ure stiff ness and strength. In parallel, μFE 
non-linear analyses based on microCT im-
ages were run on these neck samples. The 
μFE simulation was able to predict the ex-
periment’s stiff ness and strength, and the 
error did not reveal an age dependency.

Personalized HR-pQCT-Based 
Homogenized FEA 
(with IS and UniBa)

Personalised in vivo assessment of bone 
strength estimated by fi nite element anal-
ysis (FEA) based on HR-pQCT becomes suc-
cessful in identifying people at high risk of 
fractures. This year we published a unifi ed 
pipeline, calibrated, and validated with 
experimental data sets of radius and tibia 
samples for the clinical use. Furthermore, 
we developed a method for personalis-
ing the loading conditions using Wolff ’s 
law in trabecular bone adaptation and a 

simplifi ed hFE method. A clinical study ap-
plying HR-pQCT-based FEA on long-term 
type I diabetes is ongoing with our clinical 
partners.

AFFIRM-CT and Clinical Study 
(SNF grant #183584 with HUG and IS)

Most hip fractures are caused by falls re-
sulting in an impact force that exceeds the 
femoral bone strength. The AFFIRM-CT 
project aims to develop a new hip fracture 
risk model integrating a CT-based femo-
ral bone strength. For model validation, 
a clinical study was conducted, starting 
with patient recruitment in March 2021. 
After the baseline visit assessing the risk of 
falling, the general health state and bone 
quality with HR-pQCT and DXA measure-
ments, participants will be followed-up to 
record falls and fractures.
For the femoral bone strength estimate, 
a pipeline was developed that builds fi -
nite element models based on CT imag-
es. The pipeline was tested and validated 
using experimental data collected in an 
earlier study. It is now used to analyse 
diff erent data sets to compare FE-based 
bone strength to other bone strength es-
timates and serves as a baseline for the 
development of personalized load cas-
es. Additionally, CT scanner stability was 

investigated. Using an existing dataset, 
the sources of intensity variations were 
examined, identifying potential parame-
ters aff ecting calibration accuracy. Results 
showed that CT intensities were mostly 
aff ected by body volume and table height 
and should therefore be corrected for 
these parameters. In addition, a person-
alized fall rate estimate model was devel-
oped. Preliminary results show that prior 
experienced falls are a good predictor for 
future falls.

Biomechanical Testing and Simulation 
(with ZMK) 

Several projects could be conducted in the 
biomechanics laboratory. In a thesis aim-
ing to test dental implants ex vivo, human 
mandibular and maxilla bone samples 
were cut, embedded, and scanned with 
the laboratory’s μCT system for morpho-
logical assessment. The primary stability 
of two dental implant sizes was quantifi ed 
using an in-house testing protocol and the 
key morphological predictors were iden-
tifi ed. On the simulation side, an explicit 
fi nite element methodology was applied 
to quantify insertion torque as well as stiff -
ness and strength of distinct implant mod-
els in various loading confi gurations. 
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Organs-on-Chip
Technologies

Research Profile

The Organs-on-Chip Technologies Group focuses on the development 
of advanced in vitro models, called organ-on-chip. Such devices aim at 
reproducing the smallest functional unit of an organ, by mimicking 
the cellular composition and the cellular microenvironment. The 
group particularly focuses on modeling the human lung and 
microvasculature, in healthy and disease states. To achieve this, 
multidisciplinary research is performed at the interface of cell biology, 
biomechanics, microtechnology, and microfluidics. These systems 
are deemed to be implemented for precision medicine, in which 
the treatment efficiency can be tested with the patient’s cells to 
individualize and optimize the therapy.

Olivier Guenat, Head of Research Group
Email: olivier.guenat@unibe.ch
Phone: +41 31 632 76 08

Research Partners
Prof. Thomas Geiser, Pulmonary Medicine, Directorate Teaching and Research,  
University Hospital of Bern – Inselspital
Prof. Daniel Candinas and Prof. Dr. Deborah Stroka, Visceral Surgery,  
University Hospital of Bern
PD. Dr. Thomas Marti, Oncology-Thoracic Malignancies, DBMR, University of Bern
Dr. Nina Hobi and Dr. Janick Stucki, AlveoliX AG, Bern
Prof. Olivier Pertz, Institute of Cell Biology, University of Bern
Prof. Claus-Michael Lehr, Helmholtz Center Saarland, Germany
Dr. Silvia Generelli, CSEM AG, Landquart, Switzerland
Prof. Alexandra Kämpfer, HES-SO, Le Locle, Switzerland
Prof. Holger Gerhardt, Max Delbrück Center, Berlin, Germany
Dr. Johann Michler, EMPA, Thun, Switzerland
Prof. François Berthiaume, Rutgers University, USA
Prof. Wolfgang Kuebler, Director, Institute of Physiology, Charité – Universitätsmedizin 
Berlin, Germany

Fig. 1: Picture of a multi-well plate with two lung-on-chips. Each lung-on-chip is equipped 

with a 3μm-thin, porous and stretchable membrane (inset), on which cells are cultured. 

(developed in collaboration with AlveoliX AG). →
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Breathing lung-on-chip (LOC)

We developed an advanced in vitro model 
of the lung alveoli, called “lung-on-chip”, 
which mimics the human lung alveolar 
barrier. In that system, the barrier is made 
of an ultra-thin, flexible polymeric mem-
brane, on which lung cells are cultured 
on opposite sides. The polydimethylsilox-
ane (PDMS) membrane is porous (3μm 
pores), which enables the lung epithelial 
cells - top side of the membrane - and lung 
endothelial cells - bottom side, in contact 
with blood analog - to communicate. The 
actuation of the barrier is created by a mi-
crodiaphragm that resembles the in vivo 
diaphragm. This lung-on-chip (Fig. 1) is 
one of the two systems worldwide able to 
reproduce the breathing motions of the al-
veolar barrier. The toxicity of aero¬solised 
nanoparticles is currently assessed with 
this system.

Second generation lung-on-chip 

Although very innovative, the ultra-thin 
PDMS membrane used in the first-gener-
ation lung-on-chip is an artificial material, 
whose intrinsic nature, properties, and size 
differ from the extracellular matrix (ECM) 
of the distal airways. To circumvent these 
drawbacks, we developed a second-gener-
ation lung-on-chip with an array of in vivo 
like-sized alveoli and a stretchable biolog-
ical membrane. The membrane is made of 
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Fig. 3: Lung alveolar epithelial cells from pa-

tients cultured on the collagen-elastin mem-

brane supported by an ultra-thin hexagonal 

gold grid (each hexagon is ca. 260μm wide). 

Fig. 4: Self-assembly of a 3D perfusable lung 

blood vessels network in the central cham-

ber of the microvasculature-on-chip.

Fig. 5:  Schematic of a blood 

vessel in static mode (top left) 

and cyclically stretched (bot-

tom left). Endothelial cells 

respond to the mechanical 

stretch, align, and create a 

tight vascular barrier (right 

bottom)3.

Fig. 2: Concept of the second-generation 

lung-on-chip: a drop of collagen and elastin 

is pipetted on a thin hexagonal gold grid. 

The stretchable membrane is formed by 

surface tension forces and evaporation1.

two proteins found in the lung ECM: col-
lagen and elastin. Its fabrication process is 
very simple (Fig.2). The mechanical prop-
erties of the biological membrane could 
be easily adapted by modifying its com-
position or its fabrication process. It allows 
recreating an air-blood barrier without 
any artifi cial layer between the epithelial 
and the endothelial cells. This membrane 
opens the way to a new generation of 
lung-on-chip that enables mimicking of 
the biological barriers at a new level of 
complexity (Fig.3). 

Microvasculature-on-chip 

Vascular homeostasis is important to main-
tain the proper functioning of the organs, 
and interruption of this balance plays an 
initial role in many diseases. Engineered 
models of the blood vessels can contribute 
signifi cantly to mimicking the pathology 
of vascular disease and proceed to drug 
development. We developed functional 
microvasculature platforms to study the 
biology of the blood vessel and answer 
mechanistic questions behind the pathol-
ogy of vascular disease, drug testing, and 
endothelial mechanotransduction. Two 
diff erent microvasculature platforms have 
been developed. The fi rst is a self-assem-
bled complex microvascular network and 
the other is a single microvessel exposed 
to cyclic forces. A three-dimensional mi-
crovasculature network was generated us-
ing a co-culture of human endothelial and 
mural cells within a 3D matrix of hydrogel 
(Fig.4). A dynamic perfusable microvascu-
lature model incorporating a single/mul-
tiple vasculature/s within a hydrogel layer 
was designed and developed to investi-
gate the eff ect of mechanical cyclic stretch 
on vascular remodeling (Fig. 5). 

Nanocellulose in biosensing devices

Lateral fl ow immunoassays (LFIA) are pro-
gressively important Point-of-Car devices 
in medical diagnostics. Standard LFIA 
strips are restricted due to the analysis of 
a limited sample volume, short reaction 
time, and a weak optical signal. In this 
project, we incorporated a novel cellulose 
nanofi ber (CNF) aerogel material into 

Fig. 6:  Illustrative comparison 

between a conventional LFIA 

strip design (A) and a aero-

gel-assisted LFIA strip design 

(B)4. This study was a joint 

project of the ARTORG Center 

and CSEM.

LFIA strips to increase the sample fl ow 
time. The binding interactions between 
the analyte and the detection antibody 
increase and which in return improves 
the limit of detection (LOD) (Fig.6). The 
presented optimization method off ers 
a unique potential to transform lateral 
fl ow assays into highly sensitive, fully 
quantitative point-of-care diagnostics. 
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Urogenital
Engineering

Research Profile

The Urogenital Engineering (UGE) group focusses on the understanding 
and the treatment of diseases of urinary tract (UT), many of which 
have a significant impact on quality of life. Our translational projects 
address unmet clinical needs, which are identified and discussed with 
our clinical partners who are fully integrated in the project teams. Using 
innovative engineering approaches, the UGE group is developing new 
methods to improve the insight, diagnosis, and treatment of diseases 
of the urinary tract with special focus on urinary obstructions (e.g. 
kidney/ureteral stones), underactive bladder, overactive bladder, 
and incontinence.  UGE and Cardiovascular Engineering (CVE) groups 
of ARTORG Center share experimental and computational research 
infrastructure/facilities. Next to computational tools and facilities, this 
includes our flow lab, which is equipped for bench experiments on 
biomedical flow systems and offers computer-controlled flow loops, 
pressure and flow sensors, high-speed cameras, and laser-based flow 
measurement systems.
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Francesco Clavica, Head of Research Group
Email: francesco.clavica@unibe.ch
Phone: +41 31 632 08 17

Research Partners
Prof. Fiona Burkhard, Dept. of Urology, Bern University Hospital, Bern, CH
Prof. Dominik Obrist, ARTORG Center, University of Bern, Bern, CH
Dr. Dario Carugo,  University College London, London UK
Prof. Sarah Waters, Mathematical Institute, University of Oxford, UK
Prof. Yves Perriard, Integrated Actuators Laboratory, EPFL, Neuchâtel, CH
Prof. Markus Drake, Bristol Urological Institute, University of Bristol, UK
URODEA AG, Biel, CH

Fig. 1:  In-vitro model of the urinary tract. Using a programmable pressure pump, 

bladder pressure waveform and fl ow can be controlled to mimic physiological and 

pathological conditions. →

Urinary Tract Modelling

The urinary tract includes two kidneys, 
two ureters, a bladder, and one urethra. To 
achieve normal urination, all components 
of this system have to work in a synergic 
and correct way. A deep understanding of 
the normal UT function and its alteration 
due to pathologies is key to develop novel 
medical devices that can help patients.   

To this end, we have developed innova-
tive platforms (combining in-silico, in-vitro, 
and ex-vivo modelling) for biomechanical 
and fl uid mechanical studies within UT. 
Theses platforms aim at: i) improving the 
insight on local fl uid mechanics within UT,
ii) identifying the critical aspects of current
 medical devices and iii) testing new solu-
tions. Our in-vitro platform has unique fea-
tures as it consists of: i) a roller pump (to 
simulate the production of urine from kid-
neys) ii) a transparent ureter model, and
 iii) a bladder compartment whose inter-
nal pressure can be controlled to simulate
the physiological and pathological bladder 
pressures (during the fi lling and emptying 
cycles), and iv) an outlet tube (urethra). The 
platform can be  combined with an index 
matched fl uid to allow particle image ve-
locimetry (PIV) measurements for full fl uid 
mechanical characterisation and can be 
used to test various medical devices such as 
urine drainage devices (urinary stents and 
catheters), devices for incontinence (artifi -
cial sphincters), and urinary retention (see 
section “Non-invasive Solution for Urinary 
Retention”).

Encrustations in Ureteral Stents

Ureteral stents are frequently used in clin-
ical settings to maintain the drainage of 
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Fig. 2: Our fi rst prototype for patients 

suff ering from urinary retention.

Fig. 3: Bladder pressure signal during 

voiding in rats. 

Fig. 4: A) Example of micro-computed

tomography image of a stent’s side hole

with encrustation (orange). Examples

of scanning electron microscopy images

of B) the stent’s side hole with the typical

C) calcium-based encrustations.

→ urine in the presence of ureteral obstruc-
tions (e.g. stones, tumours). Once in place, 
ureteral stents extend along the whole 
ureter length, with side holes positioned 
at regular intervals. Encrustation and bi-
ofi lm are considered the main causes of 
stent failure, and it has been shown that 
their development in stented ureters is 
strongly infl uenced by local fl uid mechan-
ics (e.g. shear stresses).
Ureteral stents, once implanted in pa-
tients, are exposed to complex fl uid dy-
namic and chemical (bacteria, crystals) 
environments. Location and extent of en-
crustation in ureteral stents for diff erent 
diseases may be informative for patient 
management and for the development of 
newer stent generations.

In this context, current projects at UGE 
involve: i) the use of micro−computed to-
mography (μ-CT) combined with a deep 
learning model to quantify the encrusta-
tion volume on ureteral stents, retrieved 
from patients, and ii) scanning electron 
microscopy (SEM) combined with energy 
dispersive X-ray analysis (EDX)  for mor-
phological and chemical characterisations 
of the crystals. These investigations aim at: 
i) identifying the regions of the stents that 
are more prone to develop encrustation 
and ii) linking these regions to the local 
fl uid mechanics.

Non-invasive Solution for 
Urinary Retention 

The UGE group is developing the world’s fi rst 
non- invasive solution for urinary retention. 
Patients suff ering from urinary retention 
are unable to empty their bladder because 
of either a weak bladder muscle or/and a 
bladder outlet obstruction (e.g. enlarged 
prostate in men). The main complaints from 
these patients are: pain, urinary tract infec-
tions, continuous sleep disruption, the ne-
cessity to plan ahead for awareness of the 
location of toilets, impairment of social life, 
embarrassment, and reduced self-esteem. 

To date, catheters are the most common 
therapy for bladder emptying. However, 
catheters are invasive and  very often cause 
urinary tract infections. Hence, a non-inva-
sive solution for bladder emptying that does 
not lead to urinary tract infections is highly 
desirable. Our patent-pending technology 
is based on an innovative pumping principle 
(impedance pump), which generates urine 
fl ow by applying an external intermittent 
compression on the urethra (the outlet tube 
of the bladder) such that direct contact with 
urine is avoided. This solution can drastical-
ly reduce urinary tract infections. This re-
search has led to an external and handheld 
prototype. URODEA AG is a spin-off  of the 
ARTORG Center and is focusing on bringing 
this technology to the patients.

Innovative Tools for Diagnosis 
and Treatment of Overactive 
Bladder and Incontinence

Patients suff ering from overactive blad-
der (OAB) live with a continuous urge to 
urinate even at low bladder fi lling vol-
umes, often leading to incontinence. OAB 
has an enormous impact on the quality 
of life of aff ected patients. Despite the 
high prevalence, the understanding of 
the mechanism underlying OAB remains 

limited and, as a consequence, treatment 
options are scarce. UGE has developed 
several tools that aim to identify specifi c 
patterns in bladder pressure and bladder 
nerve signals associated with overactive 
bladder. We developed an algorithm 
that generates alarms before the start of 
an unwanted bladder contraction. The 
algorithm was successfully tested fi rst 
in rats and then in patients using classi-
cal urodynamic signals. It could be used 
to warn the patient about an impend-
ing bladder contraction (to take action 
against incontinence) or/and to trigger 
conditional sacral nerve stimulation (i.e. 
stimulation of bladder nerves to inhibit 
the bladder contraction before incon-
tinence). Moreover, our group has pio-
neered the use of cardiac catheters for 
minimally invasive electrophysiological 
investigations in the urinary tract. In a 
proof-of-concept study, we have shown 
that cardiac catheters can detect and 
track the propagation of electrical signals 
in the lumen of the ureter. Further investi-
gations will apply this technology to blad-
der smooth muscle. 
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Mechanical Design
and Production

Research Profile

The primary function of the Mechanical Design and Production (MDP) 
group is the co-development and manufacturing of mechanical and 
electro-mechanical components related to the research pursuits 
of the ARTORG Center. The MDP group supports all levels of the 
design and manufacturing process from concept to production. This 
includes computer assisted design (CAD) modelling, prototyping 
and production with technical drawings, standard tooling, computer 
assisted manufacturing (CAM), a CNC-milling-machine, and a CNC-
lathe (computerized numerical control). We also support industrial 
and academic external research collaborators with their mechanical 
design and production needs.

Fig. 1: Test device for the mitral valve. Photo: Adrian Moser for ARTORG Center →

Urs Rohrer, Head of Mechanical Design and Production
Email: urs.rohrer@artorg.unibe.ch
Phone: +41 632 76 41
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Training and Education

The MDP group has a secondary role in 
training. This training encompasses the 
skills required to safely and proficiently 
operate machine shop tooling and equip-
ment, the knowledge required to achieve 
the best results with a variety of materials, 
and the skills needed to efficiently man-
age the design and production workflow.

This year we have had many changes in 
the staff. Fabio Spena left our workshop 
at the end of January to realize his career 
as a mountain bike cross country pro. We 
wish him much success and thank him for 
his excellent work and support in the MDP 
team in the last almost six years.

We welcomed new employee Meret 
Ruch as a polymechanic with a workload 
of 60% on February .

For students of the department for 
machine engineering at ETH Zurich, it’s 
mandatory to have an industrial practical 
training for at least  five weeks. This year, 
Clara Wittig performed her practical train-
ing during six weeks in our machine shop. 
The training was very instructive and suc-
cessful. We wish her a lot of success with 
her studies.

Due to a high demand and heavy 
workload, we recruited a polytechnician, 
Sebastian Aellig, as an alternative civilian 
service employee. He performed adminis-
trative tasks and increased the productivi-
ty of our team. We thank him for the work 
he has accomplished in our workshop.
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Fig. 2: Test device for the mitral valve. Fig. 3: Dental plate vertical.

Fig. 4: Cornea three finger plate.

In 2020, we selected Piravin Jeyendran 
as our new apprentice, and he started his 
basic training on August 1, 2021 in the 
workshop of the physics institute of the 
University of Bern and will join us in the 
workshop in spring 2022.

Our apprentice Janosch Schär complet-
ed his basic training exam at the end of 
the second year with a grade of 5.4 and 
we congratulate him. In the coming two 
years, his training will focus more on CAD-
CAM technologies and manufacturing 
more ambitious parts.

Simon Lüthi completed his four-year 
apprenticeship with a grade of 5.5 and 
achieved the third best result in the 
Bern- Biel Mittelland district, and we con-
gratulate him on this huge success. We 
employed him in our machine shop as a 
poly-mechanic until the end of this year. 
We appreciate him as an independent 
and responsible worker, and wish him all 
the best in his future endeavors.

Research Equipment Design 
and Manufacturing

As expected, the requirements of a ma-
chine shop supporting research in the bi-
omedical engineering field are as diverse 
as the research field itself. The variety of 
subjects researched in the ARTORG yield 
a number of diverse design and produc-
tion requests from prototype clinical and 
surgical tooling to fixtures for mechanical, 
biological, and kinematic testing, as well 
as imaging system accessories and calibra-
tion equipment. The following illustration 
highlights one of this year’s projects.

ARTORG Cardiovascular Engineering 
Group: Test device for the ex-
ploration of the mitral valve

Simon Lüthi produced this device as a 
practical part of his exam. The device is 
suitable for clamping a mitral valve and 
then moving it radially as well as axially. 
The mitral valve functions as a check valve 
and connects the left atrium with the left 
ventricle of the heart. The entire device 
must be made of plastic and must not 
contain any metal components, so that 
the use of ultrasound can take place with-
out interference during the examination 
of the function. The design was created 
by Michael Stucki (CVE Group).

Cranio-Maxillofacial Surgery Groupe 
DBMR, Dental Plate Vertical

Since 2007, we have had a close collabo-
ration with Nikola Saulacic from DBMR at 
the University of Bern to develop devices 
for bone growth studies. In 2018, we de-
veloped a horizontally functioning dental 
plate. This year we redesigned this device 
so that the function can be used in a ver-
tical position. Again, the big challenge 
was to fabricate all of these very small 
parts and assemble them under the mi-
croscope. Some parts were cut out with 
a laser beam and welded together by an 
innovative partner company.

ARTORG Organ-on-Chip 
Group Chip Plate

This year, in collaboration with Rrahim 
Gashi as a technical employee in the 

ARTORG-OOC group, we were able to 
produce various chip plates. Thanks to 
the new acquisition of the Fehlmann ma-
chining center in 2020, we were able to 
produce these plates in many different 
designs. During the production we had 
two challenges at the same time. On one 
hand, the special plastic with a low melt-
ing point from which the plates are made 
and, on the other hand, the smallest hole 
to be produced was Ø 0.2mm “big.”

Such projects help us in the workshop 
to get to know the limits of our ma-
chine park and also increase our special 
know-how.

ARTORG Computational 
Bioengineering Group Cornea 
Three Finger Plates

Together with Shima Bahramizadeh 
Sajadi we have developed plates that 
are needed in the research of the cornea 
of the eye. With the help of these three 
finger plates, she can easily determine 
the cornea’s properties on a microhard-
ness testing machine and later perform 
laser tests with the cornea on the same 
plate on another machine. In this project 
seven versions have been developed with 
different materials. In the end, we made 
all the required plates from the high-tem-
perature-resistant thermoplastic PEEK 
(polyether-etherketone). The machining 
of PEEK is a challenge for tools to keep the 
tolerances because the abrasion of the 
tools is very high.
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Center for Artificial Intelligence 
in Medicine (CAIM)
Murtenstrasse 50, CH-3008 Bern
www.caim.unibe.ch

Technology for better patient care

To take leadership in the direction of research and development of AI 
in medicine, the University of Bern and the Inselspital, Bern University 
Hospital, together with partners from sitem-insel, the Swiss Institute 
for Translational and Entrepreneurial Medicine, and the University 
Psychiatry Services (UPD) have founded the Center for AI in Medicine 
(CAIM).

Bringing together world-class scientists and clinicians to join with 
collaborators in industry, patient advocacy, and medical ethics, 
researchers will enable the investigation and translation of advanced 
digital and robotic technologies to deliver a new generation of 
diagnostics, treatments, and interventions. CAIM started operations 
in January 2021 driven by the existing expertise in AI in medical 
research, engineering, and healthcare digitalization education within 
the Bern network to bring forward AI in medicine solutions with a 
positive impact for patients everywhere. During its first year, CAIM 
was nominated for the best 2022 AI in medicine center by the Alliance 
of Centers of Artificial Intelligence in Medicine (ACAIM).

Profi le

The Center for Artifi cial Intelligence in 
Medicine is a research, teaching, and 
translation platform that investigates AI 
medical technologies that can faciltate the 
work of doctors and nurses  and bring bet-
ter care to patients. CAIM capitalizes on the 
signifi cant presence of scientifi c, health-
care, and medical technology  indutry 
players in the capital of Switzerland. It is 
a virtual Center of the University of Bern’s 
medical faculty and the Inselspital, Bern 
University Hospital in partnership with the  
University Psychiatry Services (UPD) and 
the Swiss Institute for Translational and 
Entrepreneurial Medicine, sitem-insel. The 
University of Bern, the Inselspital, Bern 
University Hospital (“Digital Hospital”), 
and the Canton of Bern (“Engagement 
2030”) have major, strategic digitalization 
in healthcare goals. CAIM plays a key part 
in these eff orts and connects engineers, 
physicians, and scientists in the area of 
AI in medicine, providing them with re-
soures and access to infrastructure so they 
can innovate AI and robotic technologies 
that are fi t to make it into the clinic. As the 
newest member of the Bern Biomedical 
Engineering Network, CAIM will also gain 
access to industry and local resources and 
networks. CAIM will foster commercializa-
tion of AI technology innovation, support 
start-up incubation, and create sustained 
value and economic growth through best-
in-class research and translation.
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AI in Medicine – Fields of Research and Education

In the age of digitalization and data-based healthcare,  
Artificial Intelligence (AI) is an indispensable tool for ana-
lyzing large amounts of health data and rendering it into 
easy-to-use form to support diagnosis, treatment decision 
and disease management.

Various fields of AI in Medicine are currently being explored 
in Bern. Some examples include:

• Quantitative biosignal processing
• Biomarker identification in medical imaging
• Clinical data exploration with deep learning
• Monitoring of chronic disease progression
• Precision medicine (e.g. oncology)
• Real-time surgical navigation
• Surgical and rehabilitation robotics

CAIM provides important insights, evaluation and perspec-
tive for introducing novel AI technologies into clinicalcare 
by translating state-of-the-art research into tools for clini-
cians and healthcare professionals. 

Targeted educational programs and courses of the 
University of Bern provide AI researchers and clinicians with 
cutting-edge know-how and qualifications in the field. This 
includes courses in “Digitilization and AI” for medical stu-
dents, a dedicated Master’s programme for AI in Medicine 
for engineers (starting fall 2021) and AI in healthcare-re-
lated postgraduate training and further education offers.

Organization 

CAIM’s activities are organized on four pillars:

Pillar I: Digitalization & AI Education

CAIM provides tailored AI in Medicine 
education for medical doctors and 
engineers through a portfolio of 
competitive and purposefully de-
signed post-graduate programs to 
equip participants for Healthcare 4.0. 
  

Pillar II: Network & Dissemination

CAIM transmits trustworthy knowl-
dege on AI in Medicine. This supports 
policy makers, educators and the 
general public by shaping the cur-
rent debates on AI in Medicine with 
evidence-based information.

Pillar III: Computational Facilities

CAIM facilitates access and avail-
ability to computer infrastructure, 
computational and data resources  
to support advanced digitalization 
and AI research within the Bern 
Medical Hub. 

Pillar IV: Research Project Fund

CAIM promotes technological innova-
tion by funding projects with strong 
potential to be ground-breaking  
clinical approaches and a realistic 
pathway towards patient benefit. 
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